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Abstract

Let {Xn, n ≥ 1} be a sequence of independent and identically distributed random variables with a common distribution

function F = P (X ≤ x) in the domain of attraction of a asymmetric stable law, with index α, 1 < α < 2 and set

Sn =
n∑
k=1

Xk. We prove that,

lim
ε→0

√
ε
∑
n≥3

1

n
P (Sn ≤ (θα − ε)An) =

1

2
√

2α
,

where An = n
1
α (log log n)

α−1
α , θα = (B(α))

1−α
α and B(α) = (1− α)α

α
1−α

(
cosπα2

) 1
α−1 .
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1 Introduction

Let {Xn, n ≥ 1} be a sequence of independent and identically distributed random variables with a common distribution

function F = P (X ≤ x). Set Sn =
n∑
k=1

Xk, for n ≥ 1. In a well known innovative work of Hsu and Robbins [11]

introduced the concept of ‘complete convergence’ and proved that the sequence of arithmetic means of i.i.d. r.v.s

converges completely to the expected value of random variables, provided the mean and the variance exist. More

precisely, they had shown that,
∞∑
n=1

P (|Sn| ≥ εn) <∞, for ε > 0,

if EX = 0 and EX2 < ∞. The converse was proved by Erdos [4] and [5]. Later Baum and Katz [1] extended the

Hsu-Robbins-Erdos theorem in more general form. Which states that, for all p < 2 and r ≥ p,

∞∑
n=1

n

( r
p−2

)
P

(
|Sn| ≥ εn

1
p

)
<∞, for ε > 0 (1.1)

if and only if E|X|r <∞.

Notice that when r = 2 and p = 1 the result reduces to the theorem of Hsu-Robbins-Erdos. For r = p = 1, we

rediscover the famous theorem of Spitzer [16]. For r > 0 and p = 1 the result was earlier proved by Katz [12].

In view of the fact that the sums tend to infinity as ε → 0, it is of interest to find the exact rate in terms of
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ε that yield non-trivial limits. Such results are referred to as precise asymptotics in the laws of large numbers. The

first step in this direction was done by Heyde [10], who proved that,

lim
ε→0

ε2
∞∑
n=1

P (|Sn| ≥ εn) = EX2,

whenever EX = 0 and EX2 <∞. Later Chen [2] generalized for the case p < 2 and r ≥ 2. Spataru [15] for r = p = 1

and Gut and Spataru [7], for 1 ≤ p < r < α, they did not assume finite variance, but the distribution of the summands

belongs to the normal domain of attraction to a stable distribution with index α ∈ (1, 2]. Later, this result was also

proved for the case 0 < p < α < 1 by Gut and Steinebach [9].

Further, for finite variance, Gut and Spataru [8] established similar results to the classical law of iterated

logarithm. Later Li et. al. [13] improved and generalized the results of Gut and Spataru [8]. We can observe that

when variance is infinite, the above results of Gut and Spataru [8] and Li et. al. [13] are no longer valid. In the

literature we have law of iterate logarithm for power normalization and linear normalization results. Wichura’s [17]

law of iterate logarithm deals with linear normalization. In this work, we use Wichura’s law of iterate logarithm to

study precise asymptotics in law of iterate logarithm for more general class of distributions with infinite variance. In

brief let{Xn, n ≥ 1} be a sequence of independent and identically distributed non-negative random variables. whose

common distribution function F is in the domain of attraction of a completely asymmetric stable law Gα, with index

α, 1 < α < 2. Note that, under this assumption on F , we have
Sn
Bn

D−→ Yα, the asymmetric stable random variables Yα,

where Bn →∞ as n→∞.We envisage that our results are having much importance in share market, determination

of prices of shares, fluctuations exceeding a certain level in SENSEX have major role to play in determining the share

value and are to be predicted by considering extreme items.

We know from Wichura [17] that,

lim inf
n→∞

Sn
An

= θα a.s., (1.2)

where An = n
1
α (log log n)

α−1
α , θα = (B(α))

1−α
α and B(α) = (1− α)α

α
1−α

(
cosπα2

) 1
α−1 .

Then for any sufficiently small ε > 0, (1.2) implies P (Sn ≤ (θα − ε)An i.o.) = 0 and P (Sn ≤ (θα + ε)An i.o.) = 1,

where a.s. and i.o. mean almost surely and infinitely often respectively. It is our interest to study the precise

asymptotic behavior of the sums
∑
n≥3

1
nP (Sn ≤ (θα − ε)An), when ε → 0, with the assumption that the distribution

function F is in the domain of attraction of a completely asymmetric stable law, with index α, 1 < α < 2. Throughout

the paper C with or without a suffix or a super suffix stand for a positive constant, possibly varying from place to

place. Similarly, [x] shall denote the largest integer which is less than or equal to x. The symbol ∼ denotes the

asymptotics. i.e. f(t) ∼ g(t), for t → t0, if lim
t→t0

f(t)
g(t) = 1.

D
= indicates distributionally same. In the sequel we use the

following Wichura’s lemma in proof of Proposition 3.1.

Lemma 1.1. (Wichura, M.J. [17])

For each C > 0, P

(
Sn
An
≤ d(α)C

)
= exp

{
− (1 + o(1))

(
C

θa

)λ
log log n

}
, where Sn =

n∑
k=1

Xk, An = θαn
1
α

(
log log n

)α−1
α , θα =

α

|α− 1|
1
λ

, λ =
α

α− 1
, d(α) = 1, if α < 1 and = -1, if α > 1 and α 6= 1.

Now we are ready to state our result.
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Theorem 1.1. Let {Xn, n ≥ 1} be a sequence of independent and identically distributed non-negative random variables

with a common distribution function F is in the domain of attraction of a completely asymmetric stable law, with index

α, 1 < α < 2. Then

lim
ε→0

√
ε
∑
n≥3

1

n
P (Sn ≤ (θα − ε)An) =

1

2
√

2α
,

where An = n
1
α (log log n)

α−1
α , θα = (B(α))

1−α
α and B(α) = (1− α)α

α
1−α

(
cosπα2

) 1
α−1 .

The proof of the theorem will be carried out in two stages. In section 2, F is assumed to be positive stable

distribution function, while section 3 will be devoted to the distribution function F is in the domain of attraction of

a completely asymmetric stable law with index α, 1 < α < 2.

2 F is positive stable law

Proposition 2.1. By Wichura’s theorem (1.2), we have, if F is positive stable law with index α, 1 < α < 2, then we

have,

lim
ε→0

√
ε
∑
n≥3

1

n
P (Sn ≤ (θα − ε)An) =

1

2
√

2α
,

where An = n
1
α (log log n)

α−1
α .

Proof. We have ∑
n≥3

1

n
P (Sn ≤ (θα − ε)An) =

∑
n≥3

1

n
P
(
Sn ≤ (θα − ε)n

1
α (log log n)

α−1
α

)
=
∑
n≥3

1

n
P
(
X1 ≤ (θα − ε) (log log n)

α−1
α

)
.

Since
Sn

n
1
α

D
= X1 and using the asymptotic formula IV of Mijnheer [14, Theorem 2.1.7], one gets,

∑
n≥3

1

n
P (Sn ≤ (θα − ε)An) =

∑
n≥3

1

n
P
(
X1 ≤ (θα − ε) (log log n)

α−1
α

)
=
∑
n≥3

1

n
F
X1

(
(θα − ε) (log log n)

α−1
α

)

∼
(

2

α

) 1
2 ∑
n≥3

1

n
P
(
U ≥ (2B (α))

1
2 (θα − ε)−

α
2(1−α) (log log n)

1
2

)
(2.1)

where U is a standard normal random variable. Using θα and B(α), we get,

∑
n≥3

1

n
P (Sn ≤ (θα − ε)An) ∼

(
2

α

) 1
2 ∑
n≥3

1

n
P
(
U ≥

√
δ (log log n)

)
,

where δ = 2
(

θα
θα−ε

) α
1−α

. As U is standard normal random variable, we set

ψ(x) = 2(1− Φ(x)), x ≥ 0, where Φ(x) is a standard normal distribution function and hence one gets that

∑
n≥3

1

n
P (Sn ≤ (θα − ε)An) ∼

(
2

α

) 1
2 ∑
n≥3

1

n

ψ
(√
δ log log n

)
2
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=

(
1√
2α

)∑
n≥3

1

n
ψ
(√

δ log log n
)
. (2.2)

For m ≥ 1, on account of the Euler-Maclaurin sum formula [Cramer, [3], p-124], we have,

m∑
n=3

1

n
P (Sn ≤ (θα − ε)An) =

1√
2α

m∑
n=3

1

n
ψ
(√

δ log log n
)

=
1√
2α
{ m∫

3

1

x
ψ
(√

δ log log x
)
dx+

1

2m
ψ
(√

δ log log x
)

+
1

2
ψ(δ)−

m∫
3

P1(x)d

(
1

x
ψ
(√

δ log log x
))},

(2.3)

where P1(x) = [x]− x+ 1
2 . Taking limit m→∞ in (2.3) we get,

∑
n≥3

1

n
P (Sn ≤ (θα − ε)An) =

1√
2α
{ ∞∫

3

1

x
ψ
(√

δ log log x
)
dx+

1

2
ψ(δ)

−
∞∫
3

P1(x)d

(
1

x
ψ
(√

δ log log x
))}.

(2.4)

Observe that

d
(
x−1ψ

(√
δ log log x

))
=

δψ
′ (√

δ log log x
)

2x2 log x
√
δ log log x

−
ψ
(√
δ log log x

)
x2

=

√
δψ
′ (√

δ log log x
)

2x2 log x
√

log log x
−
ψ
(√
δ log log x

)
x2

.

We have
∞∫
3

P1(x)d
(
x−1ψ

(√
δ log log x

))

=

√
δ

2

∞∫
3

P1(x)
ψ
′ (√

δ log log x
)

x2 log x
√

log log x
dx−

∞∫
3

P1(x)
ψ
(√
δ log log x

)
x2

dx,

(2.5)

where δ = 2

(
θα

θα − ε

) α
1−α

. Since |P1(x)| ≤ 1

2
, we get∣∣∣∣∣∣

∞∫
3

P1(x)
ψ
(√
δ log log x

)
x2

dx

∣∣∣∣∣∣ ≤ 1

2

∞∫
3

dx

x2
= 0.16666. (2.6)

Put y =
√

log log x in first part of right hand side (R.H.S.) of (2.5), we get∣∣∣∣∣∣
√
δ

2

∞∫
3

P1(x)
ψ
′ (√

δ log log x
)

x2 log x
√

log log x
dx

∣∣∣∣∣∣ ≤ C
∞∫

√
log log 3

dy

eey2 , (2.7)

where C is positive constant. We know that the density of a stable distribution is bounded and using the fact

ee
y2

> e1+y
2

we get
∞∫

√
log log 3

dy

eey2 ≤
∞∫

√
log log 3

e−1−y
2

dy =

√
π

2e

(
1− erf

(√
log log 3

))
,
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where erf(x)= Gauss error function of x = 2
π

x∫
0

e−t
2

dt.

Since
√

log log 3 = 0.30667 and erf(log log 3) = 0.33549, we have

∞∫
√
log log 3

dy

eey2 ≤ 0.21664. (2.8)

Substitute (2.8) in (2.7), one can find some constant C1(> C) such that∣∣∣∣∣∣
√
δ

2

∞∫
3

P1(x)
ψ
′ (√

δ log log x
)

x2 log x
√

log log x
dx

∣∣∣∣∣∣ ≤ C1. (2.9)

Substitute (2.6) and (2.9) in (2.5) and taking ε→ 0, we can claim that

lim
ε→0

∞∫
3

P1(x)d
(
x−1ψ

(√
δ log log x

))
= 0.

Proof of Proposition 2.1 will be completed if we show that

lim
ε→0

√
ε
∑
n≥3

1

n
P (Sn ≤ (θα − ε)An)

=
1√
2α

lim
ε→0

√
ε

∞∫
3

1

x
ψ
(√

δ log log x
)
dx =

1

2
√

2α
.

(2.10)

Again put y =
√
δ log log x in (2.10) and proceed as in (2.7) one gets that

lim
ε→0

√
ε
∑
n≥3

1

n
P (Sn ≤ (θα − ε)An) =

1√
2α

lim
ε→0

√
ε

∞∫
(
√
δ log log 3)

ψ(y)d

(
e
y2

δ

)
.

Using integration by parts, we get

lim
ε→0

√
ε
∑
n≥3

1

n
P (Sn ≤ (θα − ε)An)

=
1√
2α

lim
ε→0

√
ε

ψ(y)e
y2

δ

∣∣∞√
δ log log 3

−
∞∫

(
√
δ log log 3)

ψ
′
(y)

(
e
y2

δ

)
dy

 ,
which yields,

lim
ε→0

√
ε
∑
n≥3

1

n
P (Sn ≤ (θα − ε)An)

={ 1√
2α

lim
ε→0

√
ε

[
−ψ

(√
δ log log 3

)
e
(
√
δ log log 3)2

δ

]

+
1√
2α

lim
ε→0

√
ε

∞∫
(
√
δ log log 3)

ψ
′
(y)

(
e
y2

δ

)
dy}

= A+B (say), (2.11)
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where A = − 1√
2α

lim
ε→0

√
ε
[
ψ
(√
δ log log 3

)
e

(δ log log 3)
δ

]
and

B =
1√
2α

lim
ε→0

√
ε

∞∫
(
√
δ log log 3)

ψ
′
(y)
(
e
y2

δ

)
dy.

Observe that A = − 1√
2α

lim
ε→0

√
εψ
(√
δ log log 3

)
(log 3) = 0.

We know that ψ
′
(y) is probability density function of standard normal variable and hence,

B =
1√
2α

lim
ε→0

√
ε

1√
2π

∞∫
(
√
δ log log 3)

e
−y2
2 + y2

δ dy

Put
−y2

2
+
y2

δ
=
−y2

2σ2
and

y

σ
= u, where σ2 =

δ

δ − 2
and δ = 2

(
θα

θα − ε

) α
1−α

in the above expression, we get

B =
1√
2α

lim
ε→0

√
ε

1√
2π

∞∫
(
√
δ log log 3)

e
−u2

2 σdu

Since ( θα
θα−ε )

α
1−α = ( θα−εθα

)
α
α−1 = (1− ε

θα
)

α
α−1 < 1, where 1 < α < 2.

Now choose ε1 → 0 as ε→ 0 such that ( θα
θα−ε )

α
1−α < 1 = (1− ε1) (say)

Then we have δ = 2( θα
θα−ε )

α
1−α = 2(1 − ε1) and σ2 = δ

δ−2 = 2(1−ε1)
2(1−ε1)−2 = 1−ε1

−ε1 = 1 − 1
ε1
> 1

ε1
. i.e., σ2 > 1

ε1
implies

σ > 1√
ε1
. Similarly δ = 2(1− ε1) > 2ε1. Therefore

B =
1√
2α

lim
ε1→0

√
ε1

1
√
ε1

1√
2π

∞∫
(
√
2ε1 log log 3)

e
−u2

2 du

∼ 1√
2α

1√
2π

∞∫
0

e
−u2

2 du =
1√
2α

1

2
=

1

2
√

2α
.

Substitute A and B in (2.11), we get,

lim
ε→0

√
ε
∑
n≥3

1

n
P (Sn ≤ (θα − ε)An) =

1

2
√

2α
.

Therefore proof of the Proposition 2.1 is completed.

3 When F is attracted to a positive asymmetric stable law

Recall that under the assumption made on F, we have
Sn
Bn

w−→ Yα; the asymmetric stable random variable with

distribution function Gα with index α, 1 < α < 2, where Bn →∞ as n→∞. We know that only stable distributions

have non-empty domains of attraction. Moreover, moments of all order γ < α exits, i.e. E|X|γ < ∞, for all γ < α.

Further, note that Bn can be taken as Bn = n
1
α L(n), where L(n) is slowly varying at infinity. (See Mijnheer [1975],

page 16).

Define, for any M > 1, b(ε,M) = exp

{√
M2

ε

}
for convenience.

Proposition 3.1. We have

lim
ε→0

√
ε

∑
n>b(ε,M)

1

n
P (Sn ≤ (θα − ε)An) = 0.
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Proof. Since {Xn, n ≥ 1} is a sequence of independent and identically distributed random variables with a common

distribution function F is in the domain of attraction of a positive asymmetric stable law with index α, 1 < α < 2 and

An = n
1
α (log log n)

α−1
α , then using lemma (1.1), for sufficiently small ε > 0,

P (Sn ≤ (θα − ε)An) = P
(
Sn ≤ (θα − ε)n

1
α (log log n)

α−1
α

)
= exp

{
−(1 + o(1))

(
θα − ε
θα

)λ
log log n

}
= (log n)−(1+o(1))(

θα−ε
θα

)
λ

,

where λ = α
α−1 . Thus for n large enough,

√
ε

∑
n>b(ε,M)

1

n
P (Sn ≤ (θα − ε)An)

=
√
ε

∑
n>b(ε,M)

1

n(log n)(1+o(1))(
θα−ε
θα

)
λ (3.1)

Since n > b(ε,M) = exp

{√
M2

ε

}
implies

√
ε

∑
n>b(ε,M)

1

n(log n)(1+o(1))(
θα−ε
θα

)
λ

<
√
ε

(√
ε

M2

)(1+o(1))( θα−εθα
)
λ

1

exp

{√
M2

ε

} . (3.2)

Substitute (3.2) in (3.1) one gets that

√
ε

∑
n>b(ε,M)

1

n
P (Sn ≤ (θα − ε)An)

<
√
ε

(√
ε

M2

)(1+o(1))( θα−εθα
)
λ

1

exp

{√
M2

ε

}
→ 0 as ε→ 0.

Hence the proof of Proposition 3.1 is completed.

Proposition 3.2. We have

lim
ε→0

√
ε

∑
n>b(ε,M)

1

n
Gα

(
(θα − ε) (log log n)

α−1
α

)
= 0.

Proof. Since Gα is a positive asymmetric stable distribution function with exponent α, 1 < α < 2 and using Feller [6,
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Theorem1 on page 448], for some positive constant C, we have

√
ε

∑
n>b(ε,M)

1

n
Gα

(
(θα − ε) (log log n)

α−1
α

)
=
√
ε

∑
n>b(ε,M)

1

n
P
(
X1 ≤ (θα − ε) (log log n)

α−1
α

)
∼ C
√
ε

∑
n>b(ε,M)

1

n
exp

{
−
(

(θα − ε) (log log n)
α−1
α

)−α}
< C
√
ε

∑
n>b(ε,M)

1

n(log n)(θα−ε)
−α .

Since b(ε,M) = exp

{√
M2

ε

}
and n > b(ε,M) we get

1

n(log n)(θα−ε)
−α <

√
ε

M2

1

exp

{√
M2

ε

} .
Therefore

√
ε

∑
n>b(ε,M)

1

n
Gα

(
(θα − ε) (log log n)

α−1
α

)
< C
√
ε

√
ε

M2

1

exp

{√
M2

ε

}

< C
ε

M
exp

{√
M2

ε

}
→ 0 as ε→ 0.

Hence proof of Proposition 3.2 is completed.

Proposition 3.3. We have

lim
ε→0

√
ε

∑
n≤b(ε,M)

1

n

∣∣∣P (Sn ≤ (θα − ε)n
1
α (log logn)

α−1
α

)
−Gα

(
(θα − ε) (log logn)

α−1
α

)∣∣∣ = 0,

where Gα is a positive asymmetric stable law with index α, 1 < α < 2.

Proof. Put

4n = sup
ε<θα

∣∣∣∣∣P
(
Sn ≤ (θα − ε)n

1
α (log log n)

α−1
α

)
−Gα

(
(θα − ε) (log log n)

α−1
α

)∣∣∣∣∣.
From Proposition 3.1 and Proposition 3.2 we have the following estimates,

P

(
Sn ≤ (θα − ε)n

1
α (log log n)

α−1
α

)
∼ (log n)

−(1+o(1))
(
θα−ε
θα

)λ
and

Gα

(
(θα − ε) (log log n)

α−1
α

)
= P

(
X1 ≤ (θα − ε) (log log n)

α−1
α

)
∼ (log n)−(θα−ε)

−α
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Using these estimates, one can observe that, lim
n→∞

4n = 0 and hence, we have

√
ε

∑
n≤b(ε,M)

1

n

∣∣∣∣∣P
(
Sn ≤ (θα − ε)n

1
α (log log n)

α−1
α

)
−Gα

(
(θα − ε) (log log n)

α−1
α

)∣∣∣∣∣
≤
√
ε

∑
n≤b(ε,M)

4n
n

≤
√
ε log b(ε,M)

1

log b(ε,M)

∑
n≤b(ε,M)

4n
n
.

Since b(ε,M) = exp

{√
M2

ε

}
,

√
ε

∑
n≤b(ε,M)

1

n

∣∣∣∣∣P
(
Sn ≤ (θα − ε)n

1
α (log log n)

α−1
α

)
−Gα

(
(θα − ε) (log log n)

α−1
α

)∣∣∣∣∣
≤M 1

log b(ε,M)

∑
n≤b(ε,M)

4n
n
→ 0 as ε→ 0.

Hence proof of Proposition 3.3 is completed.

4 Proof of the Theorem 1.1.

Writing,∑
n≥3

1
nP (Sn ≤ (θα − ε)An) =

∑
n≥3

1
nGα

(
(θα − ε) (log log n)

α−1
α

)
+

∑
n≤b(ε,M)

1
n

(
P (Sn ≤ (θα − ε)An)−Gα

(
(θα − ε) (log log n)

α−1
α

))
−

∑
n>b(ε,M)

1
nGα

(
(θα − ε) (log log n)

α−1
α

)
+

∑
n>b(ε,M)

1
nP (Sn ≤ (θα − ε)An),

where An = n
1
α (log log n)

α−1
α and proof of the theorem follows from Propositions 2.1, 3.1, 3.2 and 3.3.
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